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01. Charlie Tango

Together we create modern, digital businesses 
and organisations that provide meaning and 
value for society as well as individuals.

We assist businesses and organisations that 
are passionate about their field of expertise 
and aspire to excel digitally.

We accomplish this by designing and 
implementing user centric, data driven 
products and services of the highest quality.
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Design 
approach

Surroundings
Sustainable

People
Desirable

Technology
Feasible

Business
Viable
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Insight driven & 
user centric
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Co-creating, 
conceptualising 
& validating
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Two main tasks

Improve the user experience Streamline and automate workflows
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Digital transformation
Key areas for the modern organisation

Experience
Design

Platform Strategy 
& Implementation

Data-driven  
decision-making

02 03 04

Frictionless  
Operation Model

01

Engineering  
Culture
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How Might We 
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RAIT
Radiologisk Artificial 
Intelligence Testcenter
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Voter Declarations
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Citizen Proposals
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Coloplast
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What, why and how
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02. The Digital Ethics Compass

The Scandinavian 
design tradition is 
about people
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We are becoming more & 
more digital and automated
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We are constantly 
making decisions with 
ethical consequences

02. The Digital Ethics Compass



33

Charlie Tango 15.05.2022
Design Matters

02. The Digital Ethics Compass



34

Charlie Tango 15.05.2022
Design Matters

02. The Digital Ethics Compass



35

Charlie Tango 15.05.2022
Design Matters

Eksempel på noget 
skidt, der viser at VI 
HAR BRUG FOR ET 

ETIKKOMPAS !!! 

02. The Digital Ethics Compass



36

Charlie Tango 15.05.2022
Design Matters

02. The Digital Ethics Compass



37

Charlie Tango 15.05.2022
Design Matters

What’s ethical anyway?
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Pippi Longstocking, 
by Astrid Lindgren

“The one who 
is very strong, 
should also be 
very nice” 
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Scoping Continuing  
the work 
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The Digital  
Ethics Compass

ddc.dk

Put the human 
in the center 

Avoid 
manipulating 

Avoid creating 
inequality 

Give 
users 

control 

Make your
technology
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Do your automated 
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03. Do you exploit your user’s inability to concentrate to your own advantage? 
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help or to manipulate. 

are harmful to them. It is your ethical choice whether you want to use behavioral design to
 

the worst-case, behavioral design can be used to manipulate people in directions th
at 

the best case, behavioral design is used to help people make wise decisions, but in
 which can be manipulated via behavioral design, for example, by nudging. In

 
 Humans are not always rational. We make decisions based on emotions, 

Behavioural design

Autom
ation

We can automate our digital solutions by using a#i!cial intelligence and algorithm
s. A

utom
ation is 

o$en a good thing because machines can solve tasks faster and m
ore accurately than hum

ans, 

but on the other hand, machines also make m
istakes that can be quite signi!cant and have 

serious consequences for humans. It is your ethical choice w
hether you w

ant to design 

automated solutions that help people or override people.
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?

The Digital Ethics 
Compass is a tool that…

Gives us a chance to talk about ethics 

Helps companies create a shared focus on, 
understanding of and vocabulary around ethics

Provides companies with a framework for working 
with and securing an ethical focus in relation to 
concrete products and services

02. The Digital Ethics Compass
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 
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ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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the worst-case, behavioral design can be used to manipulate people in directions th
at 

the best case, behavioral design is used to help people make wise decisions, but in
 which can be manipulated via behavioral design, for example, by nudging. In
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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are harmful to them. It is your ethical choice whether you want to use behavioral design to
 

the worst-case, behavioral design can be used to manipulate people in directions th
at 

the best case, behavioral design is used to help people make wise decisions, but in
 which can be manipulated via behavioral design, for example, by nudging. In
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The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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the worst-case, behavioral design can be used to manipulate people in directions th
at 
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 Humans are not always rational. We make decisions based on emotions, 

Behavioural design

Autom
ation

We can automate our digital solutions by using a#i!cial intelligence and algorithm
s. A

utom
ation is 

o$en a good thing because machines can solve tasks faster and m
ore accurately than hum

ans, 

but on the other hand, machines also make m
istakes that can be quite signi!cant and have 

serious consequences for humans. It is your ethical choice w
hether you w

ant to design 

automated solutions that help people or override people.

D
at

a 

 D
ig

ita
l p

ro
du

ct
s a

nd
 se

rv
ic

es
 g

et
 b

e%
er

 fr
om

 d
at

a,
 a

nd
 it

 is
, t

he
re

fo
re

, t
em

ptin
g to

 colle
ct a

s m
uch 

dat
a a

s p
os

sib
le

.  B
ut

 it
 is

 n
ot

 le
ga

l t
o 

co
lle

ct
 d

at
a 

th
at

 o
ne

 d
oe

s n
ot

 ne
ed

.  A
nd even if o

ne is 

w
ith

in 
th

e 
bo

un
ds

 o
f t

he
 la

w
, d

at
a 

co
lle

ct
io

n 
ca

n 
ea

sil
y 

be
co

m
e v

er
y u

nequal, s
o it 

is th
e 

com
pa

ny
 th

at
 re

ap
s a

ll 
th

e 
be

ne
!t

s w
hi

le
 c

us
to

m
er

s a
re

 le
$ 

w
ith

out
 knowledge of o

r 

cont
ro

l o
ve

r t
he

ir 
ow

n 
da

ta
.  I

t i
s 

yo
ur

 e
th

ic
al

 c
ho

ic
e 

w
he

th
er

 yo
u a

s a
 company will 

us
e d

at
a i

n 
a w

ay
 th

at
 in

cr
ea

se
s 

pe
op

le
’s 

se
ns

e 
of

 c
on

tro
l, o

r w
heth

er y

ou will 

us
e 

da
ta

 s
ol

el
y 

fo
r y

ou
r o

w
n 

be
ne
!t

.

The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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We can automate our digital solutions by using a#i!cial intelligence and algorithms. Automatio
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o$en a good thing because m
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the w
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The Ethics Navigator is a checklist that helps you ask 

ethical questions about your digital solutions and designs. 

You can use it to quickly get answers to ethical questions, 

but it can also be included as a working tool in workshops 

or design courses where you want to ensure that ethics 

are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 

basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 

when working with digital solutions. All !ve principles are 

explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 

ethical questions which are divided into the three catego-

ries of data, automation, and behavioral design. The ques-

tions try to challenge you to think ethics and responsibility 

into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 

always be at least a few questions that can challenge you 

and set thoughts in motion. For each of the 22 questions, 

you will !nd an associated knowledge card, which ela-

borates on the meaning of the question, which provides 

concrete design recommendations, and which describes a 

good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?

02. The Digital Ethics Compass
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The Ethics Navigator is a checklist that helps you ask 

ethical questions about your digital solutions and designs. 

You can use it to quickly get answers to ethical questions, 

but it can also be included as a working tool in workshops 

or design courses where you want to ensure that ethics 

are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 

basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 

when working with digital solutions. All !ve principles are 

explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 

ethical questions which are divided into the three catego-

ries of data, automation, and behavioral design. The ques-

tions try to challenge you to think ethics and responsibility 

into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 

always be at least a few questions that can challenge you 

and set thoughts in motion. For each of the 22 questions, 

you will !nd an associated knowledge card, which ela-

borates on the meaning of the question, which provides 

concrete design recommendations, and which describes a 

good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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We can automate our digital solutions by using a#i!cial intelligence and algorithm
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o$en a good thing because machines can solve tasks faster and more accurately than hum
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but on the other hand, machines also make mistakes that can be quite signi!cant and have 

serious consequences for humans. It is your ethical choice whether you w
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automated solutions that help people or override people.
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The Ethics Navigator is a checklist that helps you ask 

ethical questions about your digital solutions and designs. 

You can use it to quickly get answers to ethical questions, 

but it can also be included as a working tool in workshops 

or design courses where you want to ensure that ethics 

are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !
nd the !ve 

basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 

when working with digital solutions. All !ve principles are 

explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 

ethical questions which are divided into the three catego-

ries of data, automation, and behavioral design. The ques-

tions try to challenge you to think ethics and responsibility 

into your digital designs. It is far from all the questions 

that will b
e relevant to your solution, but there will almost 

always be at least a few questions that can challenge you 

and set thoughts in motion. For each of the 22 questions, 

you will !nd an associated knowledge card, which ela-

borates on the meaning of the question, which provides 

concrete design recommendations, and which describes a 

good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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The Ethics Navigator is a checklist that helps you ask 

ethical questions about your digital solutions and designs. 

You can use it to quickly get answers to ethical questions, 

but it can also be included as a working tool in workshops 

or design courses where you want to ensure that ethics 

are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 

basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 

when working with digital solutions. All !ve principles are 

explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 

ethical questions which are divided into the three catego-

ries of data, automation, and behavioral design. The ques-

tions try to challenge you to think ethics and responsibility 

into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 

always be at least a few questions that can challenge you 

and set thoughts in motion. For each of the 22 questions, 

you will !nd an associated knowledge card, which ela-

borates on the meaning of the question, which provides 

concrete design recommendations, and which describes a 

good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?
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We can automate our digital solutions by using a#i!cial intelligence and algorithms. Autom
ation is 

o$en a good thing because machines can solve tasks faster and more accurately than hum
ans, 

but on the other hand, machines also make mistakes that can be quite signi!cant and have 

serious consequences for humans. It is your ethical choice whether you want to design 

automated solutions that help people or override people.
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ans, 
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We can automate our digital solutions by using a#i!cial intelligence and algorithms. Automation is o$
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Automation

We can automate our digital solutions by using a#i!cial intelligence and algorithms. Autom
ation is 

o$en a good thing because machines can solve tasks faster and more accurately than hum
ans, 

but on the other hand, machines also make mistakes that can be quite signi!cant and have 

serious consequences for humans. It is your ethical choice whether you want to design 

automated solutions that help people or override people.
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How do you use the Ethics Navigator a
nd the knowledge cards?
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e other hand, machines also make mistakes that can be quite signi!cant and have 

serio
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be re
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 m
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 d
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h d
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 d
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Scoping Continuing  
the work 
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Behavioural algorithm via video, audio and sensor technologies

Collecting data about the passengers with the purpose of creating a safe environment on the buses. Data is 
collected via video, audio and sensor systems that store behavioural data.  
Over time a database will be created, saving examples of previous conclusions.

Pitfalls: Data can be personalised and thus used against the customers themselves. Discrimination based on 
data and behaviour. Emotional and direct marketing etc.

The actual 
service or 
solution

02. The Digital Ethics Compass
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20 questions to get startet 

? ?
? ?

? ?
? ?

? ?
? ?
? ?
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20 questions to get startet 
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Who is affected… 
or excluded from? 

The passenger

Safety driver

Supervision / 
Remote 
Control Center

Authorities / 
legislators

Clients / PTAs

Relatives Police / 
emergency 
services 

People living 
in the areas we 
opperate 

People that do not
Comply with our 
travel policy

02. The Digital Ethics Compass
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How would you 
users rate your 
service? Best / 
Worst?

Relatives 
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How would you 
users rate your 
service? Best / 
Worst?

Relatives 

This is great, thank you :) 
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How would you 
users rate your 
service? Best / 
Worst?

Relatives 
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How would you 
users rate your 
service? 
Best/worst

Relatives 

Hi Holo.

I am writing to you because I have had a bad experience with my son who has been using your 
buses. I have been contacted by the police. They say that your algorithm has seen him do something 
illegal on the bus. I can assure you that it wasn’t him. The event they talk about happened Sunday 
morning at 4:30, but my son was away with me that day. I think it's completely insane that your 
algorithm does not have the correct overview of the people using your service, and thereby can 
mistake people and information of such importance. As a result, my son has now had a very bad 
experience with the police. I hope you will strongly consider improving your product. At least we're 
done using your bus service! 

Regards

02. The Digital Ethics Compass
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Biased behaviour - treating someone unfairly.

Being part of creating an unfair society.
Bad for business.

Misuse of data.

02. The Digital Ethics Compass
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More specific contracts with suppliers, specifying focuses and actions with regards to the risk of 
bias.

Secure a continued focus on the risk on biased behaviour in Holo.

02. The Digital Ethics Compass



84

Charlie Tango 15.05.2022
Design Matters

The Digital  
Ethics Compass

ddc.dk

Put the human 
in the center 

Avoid 
manipulating 

Avoid creating 
inequality 

Give 
users 

control 

Make your
technology
understand-

able

02. 

Do your automated 

systems comply 

with legislation and 

human rights?01. 

Are your users 

aware that they are 

interacting with an 

automated solu-

tion?

06. 

Do you inform
 your 

users about h
ow 

they are pro!
led?

05. 

Hav
e yo

u o
bta

ine
d 

us
er p

erm
iss

io
n t

o 

colle
ct

 an
d p

ro
-

cess
 d

at
a?

04
. 

D
o 

yo
u 

gi
ve

 p
eo

pl
e 

ac
ce

ss
 to

 th
ei

r o
w

n 
da

ta
?

03
. 

H
ow

 d
o 

yo
u 

st
or

e 
da

ta
? 08. 

Is som
eone in the 

com
pany ready to 

step in w
hen auto-

m
ation fails?

07. 

Is there an unnec-

essarily high risk 

w
ith your autom

at-

ed system
?

06. 

Are your algo-

rithm
s prejudiced?

05. 
Can your 

automated system 

explain itself?

04. 
Is your automated 

system transpar-

ent, so the user can 

see the engine 
room?

03. Does automation cause people to lose the abilities to do a job?

04. 

Do you manipulate 

actions by taking 

advantage of peo-

ple’s need to be 

social?

05. 

Are you trying to 

create addiction to 

your product with 

cheap tricks?

06. 

Do you valid
ate or 

challe
nge your 

users?

01. 

Does your design 

play with negative 

emotions?

02. 
Do you deliberately 

make it di"cult for 

users to !nd or 

understand infor-
mation or 

functionality?

03. Do you exploit your user’s inability to concentrate to your own advantage? 

10. 

C
an your autom

at-

ed system
 be 

hacked?

09. 
Is your autom

ated 
system

 adaptable 
to changes?02

. 

D
o 

yo
u 

an
on

ym
ize

 

yo
ur

 d
at

a?

01. 

Are
 yo

u c
olle

ct
ing

 

to
o m

an
y d

at
a 

point
s, 

an
d d

o yo
u 

ke
ep th

em
 fo

r t
oo 

lo
ng

?

help or to manipulate. 

are harmful to them. It is your ethical choice whether you want to use behavioral design to
 

the worst-case, behavioral design can be used to manipulate people in directions th
at 

the best case, behavioral design is used to help people make wise decisions, but in
 which can be manipulated via behavioral design, for example, by nudging. In

 
 Humans are not always rational. We make decisions based on emotions, 

Behavioural design

Autom
ation

We can automate our digital solutions by using a#i!cial intelligence and algorithm
s. A

utom
ation is 

o$en a good thing because machines can solve tasks faster and m
ore accurately than hum

ans, 

but on the other hand, machines also make m
istakes that can be quite signi!cant and have 

serious consequences for humans. It is your ethical choice w
hether you w

ant to design 

automated solutions that help people or override people.

D
at

a 

 D
ig
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s a
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 se
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es
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et
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e%
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 fr
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 d
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, t
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fo
re

, t
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s m
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s p
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.  B
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ot
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o 
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ct
 d

at
a 
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 d
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.  A
nd even if o
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w
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in 
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un
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w
, d
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sil
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m
e v
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y u
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e 
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e 
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ne
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le
 c
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to

m
er
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$ 

w
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l o
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r t
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ir 
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n 
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.  I
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s 
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al

 c
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w
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 company will 
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n 
a w
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 c
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.

The Ethics Navigator is a checklist that helps you ask 
ethical questions about your digital solutions and designs. 
You can use it to quickly get answers to ethical questions, 
but it can also be included as a working tool in workshops 
or design courses where you want to ensure that ethics 
are involved in the development of the digital solution.

In the middle of the Ethics Navigator, you will !nd the !ve 
basic principles of responsible and ethical digital design. 

You should memorize them and always keep them in mind 
when working with digital solutions. All !ve principles are 
explained by an in-depth knowledge card. 

In the outer ring of the Ethics Navigator, you will !nd 22 
ethical questions which are divided into the three catego-
ries of data, automation, and behavioral design. The ques-
tions try to challenge you to think ethics and responsibility 
into your digital designs. It is far from all the questions 

that will be relevant to your solution, but there will almost 
always be at least a few questions that can challenge you 
and set thoughts in motion. For each of the 22 questions, 
you will !nd an associated knowledge card, which ela-
borates on the meaning of the question, which provides 
concrete design recommendations, and which describes a 
good and a bad example from the real world.

How do you use the Ethics Navigator and the knowledge cards?

Outputs 

Starting up a process for working with ethics 

Ethics manifest

Preparing for ethics certificates

Roadmap for working with ethics 
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So, what now?
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Thank You
Rasmus Sanko  
rs@charlietango.dk

Charlie Tango
charlietango.dk

Copenhagen
Denmark


